Machine Vision and Applications
DOI 10.1007/s00138-017-0851-5

@ CrossMark

ORIGINAL PAPER

Improving the construction of ORB through FPGA-based

acceleration

Roberto de Lima'
Rene Cumplido!

Received: 4 May 2016 / Revised: 10 May 2017 / Accepted: 25 May 2017

© Springer-Verlag GmbH Germany 2017

Abstract Binary descriptors have won their place as effi-
cient and effective visual descriptors in several vision tasks.
In this context, one of the most widely used binary descriptors
to date is the ORB descriptor. ORB is robust against rotation
changes, and it uses a learning procedure to generate sam-
pling pairwise tests to construct the descriptor. However, this
construction involves a sequential memory access of as many
steps as the binary string size. From the latter and motivated
by the fact that modern computer vision tasks may require the
construction of thousands, if not millions of binary descrip-
tors, we propose to accelerate the construction process of the
ORB descriptor via an FPGA-based hardware architecture.
The latter is leveraged with a novel arrangement of pair-
wise tests, which takes advantage of a dual random access
memory scheme achieving an acceleration of up to 17 times
when compared against the sequential way. The empirical
assessment indicates that ORB descriptors obtained from the
proposed approach keep a similar performance to that of the
original ORB.
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1 Introduction

Based on a set of pairwise tests over pixel intensities, which
form the descriptor’s binary string, the binary robust inde-
pendent elementary features (BRIEF) descriptor [7] and
the first of its type proved to be an efficient and effec-
tive alternative to costly floating point-based descriptors
already used in several computer vision tasks. Although
it was experimentally shown that BRIEF was capable of
offering reasonable discrimination capabilities, its way of
describing an image patch was still in an early stage since
there was not a clear way on how to choose the pairwise
tests and there was a lack of robustness against rotation
changes.

Since the introduction of BRIEF to the field, sev-
eral approaches emerged aiming at bringing robustness to
the pairwise tests against several image transformations.
Among all the proposals, that presented by the oriented
FAST and rotated brief (ORB) descriptor [30] has arguably
gained a wide range of popularity mainly for two rea-
sons: (1) It presents a learning-based scheme to choose
the pairwise tests, aimed at selecting pair tests with a
mean bit response close to 0.5 and with low correlation
among the chosen pairs; (2) it utilizes a simple method
based on image moments to estimate the dominant patch
orientation, which can be used to rotate the pairwise
tests, thus enabling robustness against rotation transforma-
tions.

In addition to the above, it is clear that the comparison
operations, involved in the pairwise tests of ORB, are faster
than those operations involved in the histogram construc-
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tion of several floating point-based descriptors such as the
scale-invariant feature transform (SIFT) or the histogram of
oriented gradients (HoG) [10]. Yet, such comparison tests
remain sequential as sequential memory access is required
in the calculations. This sequential way of constructing ORB
(or any other binary descriptor based on the pairwise tests)
may seem negligible at first. However, with the advent of
the high-definition format in video cameras, modern com-
puter vision task has begun to demand the construction of
thousands, if not millions, of descriptors. Hence, there is a
genuine concern in reducing the processing time invested in
the construction stage.

Motivated by the above, we propose a novel way of
arranging the pairwise tests in order to accelerate the con-
struction process of the descriptor. For the latter, we build
upon our previous work [11], which is inspired by the flexi-
bility of designing custom hardware, which can be achieved
by using a field programmable gate array (FPGA). FPGAs
have been used in the past to implement custom hard-
ware architectures for SIFT [8,9,14,15,31], and speeded
up robust features (SURF) [5,18,36,38], enabling these
descriptors to run in real time. However, our approach is
not a hardware architecture translation of the ORB descrip-
tor, but a hardware implementation of the construction
process, which is leveraged with our new way of arrang-
ing the pairwise tests such that data memory organization
is exploited. The latter enables simultaneous readings of
memory data, thus leading to a construction acceleration
of up to 17 times when compared against the sequential
way.

Although our novel approach proposes a new format of
the pairwise tests, the core of the construction does not
change since we are able to use ORB’s learning scheme
to chose the pairwise test, as much as the image moments-
based method to detect the dominant orientation in order to
rotate the pairwise tests accordingly. In order to assess our
approach, we have carried out experiments via a software
implementation and we have found that our improved ORB
descriptor exhibits a similar performance to that of the orig-
inal ORB against several image transformations that include
rotation changes, but with the plus that our improved ORB
descriptor is 17 times faster in terms of its construction pro-
cess.

In order to describe our approach, the rest of the paper is
organized as follows: In the next section, the related work is
presented; Sect. 3 describes the ORB descriptor approach;
Sect. 4 presents our proposed data memory organization and
memory access scheme as well as its experimental evalua-
tion; Sect. 5 presents a detailed description of our proposed
FPGA architecture; the results obtained in our experiments
are discussed in Sect. 6; and conclusions and future work are
presented in Sect. 7.
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2 Related work

Feature detection and description is a very active field of
research in computer vision; hence, several local feature
descriptors have been proposed in the literature in the last
years. Many of those from SIFT onwards have used floating
point or integer representations, such as SURF, PCA-SIFT
[16], and KAZE [3], to name a few. These are widely used
in a variety of applications as they are robust against visual
transformations such as scaling and rotation. But recently
binary descriptors such as BRIEF, ORB [30], BRISK [21],
FREAK [1], NESTED [6], A-KAZE [2] emerged as an alter-
native to floating point descriptors, by offering low memory
footprint, ease to compute, and a fast descriptor comparison,
thus making binary features suitable to be the basic building
block of many computer vision tasks, especially, given the
rise of real-time and mobile-based applications.

BRIEF is one of the initial binary descriptors, proposed by
Calonder et al. [7]. Basically, BRIEF takes a smoothed image
patch around a keypoint (point of interest in a image) and it
makes pixel intensities comparisons in order to construct a
binary descriptor. Its performance is similar to floating point
descriptors in many aspects, including robustness to lighting,
blur, and perspective distortion. However, it is very sensitive
to in-plane rotation.

From the above, Ethan Rublee et al. proposed a BRIEF
descriptor that is invariant to orientation called ORB (ori-
ented FAST and rotated BRIEF); the main contributions in
this work lies in adding an orientation component to FAST
[28] feature detector and proposing a learning method for
choosing pairwise tests with good discrimination power and
low correlation response among them.

Similar to ORB, in [21] Leutenegger et. al proposed a
binary descriptor invariant to rotation and scale. It uses the
AGAST corner detector [22], which is an improvement in
FAST. This binary descriptor is constructed by pixel compar-
ison whose distribution forms a concentric circle surrounding
the feature.

Based on human retina, in [1] a binary descriptor was
proposed; it received the name of FREAK (Fast Retina Key-
point), and this is only a feature descriptor that heavily relies
on a robust feature detector algorithm for keypoint detection;
therefore, SURF and SIFT feature detectors are commonly
used.

More recently, in [6] a new family of binary descriptors
was proposed. By means of defining a set Hawaiian struc-
ture around a keypoint, and computing oriented gradients,
the binary descriptor is computed. Moreover, a new local dis-
tance function, called the nesting distance, was introduced in
order to remove most outliers.

In [2], Alcantarilla proposed an improvement in KAZE
in terms of computational complexity and descriptors stor-
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Fig. 1 Sequential process to construct a 256-bit binary descriptor

age, by using numerical schemes called fast explicit diffusion
(FED) [12,34], and modifying the LDB descriptor [37]. This
binary descriptor named A-KAZE is faster to compute than
SIFT, SURF, and KAZE and exhibits a similar performance.

Notably, the use of binary features has been increased in
recent years, thus leading several works reporting perfor-
mance evaluations and comparisons among several types of
binary descriptors. For instance, in [13,26], authors report
studies for image matching and compare BRIEF, ORB,
BRISK, SIFT, and SURF descriptors. More recently, aside
from these latter descriptors, FREAK, NESTED, among oth-
ers, are also compared in [17]. Experiment results point out
that among binary descriptors, ORB is the best descriptor for
feature matching, according to evaluation metrics proposed
in [24]. In addition, they concluded that SIFT is still the
most accurate performer for feature matching applications.
However, KAZE descriptor is not compared, even though its
performance is reported better than SIFT.

Since ORB features are well suited for feature match-
ing application, and because their construction require a less
complex process, different ORB hardware implementations
have been proposed [4,19,20,33,35]. The latter proposed an
FPGA implementation of the ORB algorithm, carrying out
all integration steps by means of a pipeline strategy. However,
those approaches require sequential memory access in order
to construct the binary array in such a way that 257 clock
cycles are needed to compute a 256-bit binary descriptor,
see Fig. 1. The proposed FPGA-based descriptor construc-
tion process is sped up by exploiting parallelization from the
novel arrangement of pairwise tests.

3 ORB descriptors

ORB features emerged from the need of making BRIEF
descriptors invariant to orientation. Authors proposed to
compute an orientation component, based on the dominant
orientation in the patch, for each FAST keypoint. These FAST
keypoints with orientation, also known as oFAST keypoints,
are used to steer BRIEF w.r.t. the dominant orientation com-
ponent [30]. Thus, for the sake of completeness, in this
section a brief introduction to oFAST detector and BRIEF
descriptor is provided.

3.1 oFAST

The FAST [28] salient point detector is widely used due to its
performance and computational properties; however, FAST
salient points do not have an orientation component. There-
fore, in [30] a metric of corner orientation is used to make the
FAST detector suitable to describe a feature invariant to ori-
entation. This feature detector received the name of oFAST
(oriented FAST).

The orientation component is calculated based on the
intensity centroid [27]. Since corners intensity is offset from
its center, the vector constructed between them may be used
to induce orientation. According to Rosin [27], the centroid
of a patch is defined as:

moo Moo

C:<Tﬂ.@£> )

where m represents the moments of a patch, defined as:

Mpg =y xPyII(x,y) ©)

X,y

Then, a vector from the corner’s center to the centroid is
constructed in order to compute the patch orientation:

0 = atan2(mop, mo) 3)
Next, BRIEF descriptor is detailed.

3.2 BRIEF

BRIEEF is a feature descriptor that uses binary tests between
pixels in a smoothed image patch. More specifically, if p is a
smoothed image patch, corresponding binary test 7 is defined
by:

. 1 ifpx) < p(y)
‘L’(P’ X, y) = { 0 otherwise (4)

where p(x) is the intensity of p at a point x. The feature is
defined as a vector of n binary tests:

fua(p) =Y 27w (pixi, yi) ()

1<i<l

In order to construct a BRIEF descriptor that presents good
performance in terms of speed, storage, efficiency, and recog-
nition rate, it is important to take into account two elements:
descriptor’s length and binary tests distribution. For the for-
mer, descriptors of 128, 256, and 512 bits proved to exhibit
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Fig. 2 Several explored binary tests distributions (images taken from
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good discrimination performance, with 256 being the cur-
rent standard size [23,30]. On the other hand, many different
types of distributions were considered in [7] for selecting nd
test locations. Figure 2 taken from [7] shows the explored
distributions, where experimental results reported that G III,
a Gaussian BRIEF pattern, performs better.

In [30], authors explore different patterns, and they pro-
posed a learning method with the aim of guaranteeing a set
of discriminative binary tests. This method is described in
the next subsection.

3.2.1 Learning good binary features

Rublee et al. [30] pointed out two properties presented in
BRIEEF, discriminative and uncorrelated binary tests. These
properties are assessed with two statistic measures, mean and
covariance, respectively. A mean near 0.5 per descriptor’s bit
gives the maximum sample variance, and as a consequence
discriminative descriptors. On the other hand, a minimum
covariance between BRIEF vector indicates uncorrelated
binary tests. Hence, in [7], a typical Gaussian BRIEF pat-
tern (see Fig. 2, G III) was reported as the best binary test
distribution.

Considering this, a learning method for choosing a good
set of binary tests was developed in [30]. Generically, the
algorithm consists in extracting m keypoints from a set of
images using FAST [28] or its variants [29]. Then, a binary
test is computed for all possible pixel combinations. The
resulting vector is ordered by their distance from a mean of
0.5, from which a greedy search is done with the purpose of
selecting n uncorrelated tests. As a result, a BRIEF descrip-
tor that accomplishes the desired properties is obtained. In
order to validate the proposed architecture algorithmically,
a binary test distribution is chosen using this method. In the
next section, the proposed memory scheme is drawn in detail.

@ Springer

4 Proposed pairwise tests arrangement

In this study, a memory access scheme to take advantage of
image data allocation is proposed.

4.1 Image data allocation

As we mentioned, ORB algorithm implies oFAST keypoints
detection and steered BRIEF according to the orientation
component. Therefore, in this research it is assumed that key-
points were previously computed and stored in a single-port
RAM, and a gray 8-bit smoothed image is stored in a dual-
port RAM.

RAM data can be allocated in 32-bit words; hence, a
smoothed gray scale image can be stored in memory by clus-
tering 4 pixels per memory address. Furthermore, in an FPGA
hardware implementation, 8 image pixels can be simultane-
ously retrieved per clock cycle. Figure 3 clarifies the above
mentioned.

In order to obtain the memory address (/) of a specific 32-
bit word, it is necessary to know the pixel’s location within
an image, which is given by its corresponding (x, y) coordi-
nates, for an image with resolution of m x n. This relation is
described by the following equation:

= (0 )+

On the other hand, corner keypoints found by oFAST
method are allocated in a single-port RAM. The first 16 mem-
ory word bits refer to the row address and the remainder to
the column address. Thus, dual-port and single-port mem-
ory depth relies on the image size and the number of oFAST
points detected, respectively.

(a) n

126)127|134(178) 200|189 | 120|230 | 236 | 189 | 170 | 198 | 231 ...
120(230 | 236 [ 189( 170|198 | 231|127 | 134 | 178|200 189 | 120
m | (198]231|127|134|178|200|126| 127|134 178|198 231|127
200(189 120 230( 236|189 170|127 | 134 178) 200 {189 [ 170

Address
(b) [126]127|134178| ©0

200(189|1201 230} 1
236|189 (170 198| 2
3

Fig. 3 almage with m x n resolution, b image memory organization
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4.2 Memory access

Considering this scheme of image data allocation, a fast
and relatively simple scheme is proposed to help avoiding
sequential memory access to compute binary tests per image
patch. The proposed memory accessing scheme exploits
image data allocation in order to construct a ORB descriptor,
keeping both qualities explored in [30]: discriminative and
uncorrelated binary tests.

Inspired by FREAK [1] and BRISK [21], which proved
that pixels nearest to a keypoint offer relevant information,
we propose to select 88 image pixels, around a salient point,
grouped by 22 memory words located within a patch of 24 x
24 pixels, and also distributed in a foveal fashion, see Fig. 4.
Note that 3 pixels are considered as an offset in order to deal
with image patch boundaries.

From selected memory words, a set of binary tests is cho-
sen by following the learning method described in Sect. 3,
with a set of 2k FAST points extracted from images of the
ZuBuD dataset [32]. Figure 5 shows a selection example of
32 out of 256 binary tests obtained according to the proposed
learning method reported in [30].

In order to assess the binary test quality, the mean of every
feature bit is calculated for all 2k samples. This measure
is shown in Fig. 6, where the blue line points out that the
mean of each k-bit descriptor is close to 0.5; this numerical
metric indicates that the obtained binary test vectors are good
enough for discrimination.

The proposed memory access scheme helps to construct
a binary test distribution suitable to compute a high-quality
ORB descriptor for discrimination while taking advantage
of the retrieved image data. In the next subsection, the per-
formance of this binary test distribution is evaluated for a
feature matching application.

24 pixels
Lo 10 Jrames e [0 ]
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Fig. 4 Image memory words location for each keypoint
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Fig. 5 Example of 32 binary tests via the learning method proposed
in [30]
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4.3 Binary test distribution evaluation

The proposed binary test distribution is assessed using Miko-
lajczyk et al. evaluation method [24], using Oxford and
Heinly datasets [13,25]. This method consists in evaluating
a feature detector and a descriptor in a feature matching sce-
nario. Thus, a oFAST and steered BRIEF blending with the
proposed binary test distribution for feature detection and
description, respectively, is defined.

Keeping in mind that the aim of feature matching lies in
increasing the number of correct positives while minimizing
the number of false positives, Mikolajczyk et al. [24] also
proposed a metric called recall-precision; this criterion is
based on the number of correct positives and the number of
false positives obtained for an image pair, as follows:

Number of correct positives
recall = — (7
Total number of positives
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Fig. 7 Datasets used for evaluation. a Bikes, b Graffiti, ¢ Ubc, d Trees,
e Wall, f Leuven, g Bark, h Boat, i Ceiling, j DayNight, k Rome, 1 Venice
and m Semper

and

o Number of false positives
1 — precision = @
Number of matches (correct or false)

where the total number of positives is known a priori,
determined from the ground truth homography provided by
datasets. In this regard, 13 datasets are used for image match-
ing estimation, and sample images from each dataset are
shown in Fig. 7. Theses datasets cover different transfor-
mation such as view-point change (Graffiti and Wall), blur
(Bikes and Trees), illumination changes (Leuven, DayNight),
JPEG compression(Ubc), rotation (Bark Boat, Rome, Ceil-
ing, Semper), and Zoom (Venice).

In order to assess the performance of ORB descriptors
obtained via our novel construction scheme, a comparison
against the following binary descriptors was carried out:
ORB, BRISK, and A-KAZE (OpenCYV 3.0 implementations).
Figures 8, 9 and 10 depict quantitative results concerning
the descriptor performance, considering a nearest neighbor
matching strategy.

As illustrated in Fig. 8, ORB descriptor performance con-
structed via our approach is close to that of the original ORB
descriptor, this is, for all affine transformations including
rotation. This was expected as our approach uses the same
binary test training method. Note that regarding illumination
and rotation transformations datasets (Fig. 11), our approach
is slightly behind from other approaches, see graphs (d) and
(f), in Fig. 9. For illumination changes, as ORB descriptor
construction relies on pixel intensities and pixel locations are
restricted to carry out binary tests, the proposed approach per-
formance is negatively affected. On the other hand, having a

@ Springer

reduced number of features, such as in the bark dataset, also
affects the proposed approach.

From the above, considering achieved performance results,
the proposed approach is able to build high-quality ORB (or
rotated BRIEF) descriptors, with performance comparable to
that obtained with state-of-the-art binary descriptors.

In the next section, the proposed hardware architecture for
acceleration of ORB descriptors calculation is described in
detail.

5 Proposed architecture

In the previous section, we have proposed a memory access
scheme suitable for accelerating the ORB descriptor con-
struction via hardware, based on a defined pattern of binary
tests which was chosen following the method proposed by
Ethan R. et al. In addition, this binary test distribution was
tested for an image matching application, obtaining compa-
rable results to original ORB. Therefore, in this section we
propose a parallel FPGA architecture for computing ORB
descriptors with length of up to 256 bits. We focus on accel-
erating the binary tests calculation process. The proposed
architecture has been developed using Xilinx’s System Gen-
erator for Simulink and Vivado version 2014.2 and MATLAB
version 2014a.

An overview of the proposed parallel architecture is drawn
by a block diagram in Fig. 12, where oFAST points and a
smoothed image are stored in a single-port and a dual-port
RAM memory, respectively. The following steps describe the
process for calculating ORB descriptors, by steered BRIEF:

1. The first corner location is read by the address control.
2. The memory address of a 4-pixel block (see Fig. 4) is
computed by the address generator block.
. 4-pixel blocks are stored in a buffer.
4. Once the buffer is filled, binary tests are computed in
parallel.

w

In the next subsections, functional description of every
module presented in Fig. 12 is provided.

5.1 Address control block

Address control block aims at synchronizing the entire pro-
cess, as well as loading all 4-pixel blocks in the buffer.
The core of this block lies in a Mealy state machine, see
Fig. 13.

The Mealy state machine consists of five states. First, an
address generator flag and a corresponding keypoint memory
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Fig. 8 Part 1. Transformations: view-point changes and blur. Recall
versus 1 precision graphs for nearest neighbor strategy. Curves are
obtained by tuning a threshold of distance between descriptors. In

address are initialized in SO. After, a corresponding keypoint
is chosen by increasing the corner address counter in S1.
In S2, an address generator flag is increased by one unit,
in order to load 22 4-pixel image blocks corresponding to
current keypoint in the buffer. The dual-port RAM memory
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parentheses, next to the name of each of the methods, the number of
found correspondences is shown. a Bikes, b Bikes, ¢ Graffiti, d Graffiti,
e Wall, f Wall, g Trees and h Trees

is synchronized with the address control block by a stall.
Finally, in S4, two 4-pixel image blocks are sent to the
buffer. $2, $3, and S4 can be seen as a loop iteration that
stops after 11 clock cycles when 22 4-pixel image blocks
have been sent to the buffer. After that, the state machine
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UBC: JPEG Compression. Image 1 vs 2
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Fig. 9 Part 2. Transformations: JPEG compression, illumination changes and rotation. a UBC, b UBC, ¢ Leuven, d Leuven, e Bark, f Bark,

g Boat and h Boat

returns to SO and the process is repeated for the next key-
points.

5.2 Address generator block

In Sect. 4, it has been demonstrated that only 22 memory
locations corresponding to 4-pixel image blocks are enough
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for choosing a discriminative and uncorrelated set of 256
binary tests. Hereof, the memory address for each keypoint
location is computed by the address generator block. Since
a keypoint location is known a priori, the memory addresses
showed in Fig. 3 are easy to compute by adding defined con-
stants to (x,y) keypoint and following Eq. 3. It is important
to mention that these constant values are determined by the
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Fig. 10 Part 3. Heinly [13] dataset transformations: rotation, illumination changes and zoom. a Ceiling, b Daynight, ¢ Rome, d Venice and e

Semper

Fig. 11 Images with which the performance of our approach is sur-
passed. a Leuven 1, b Leuven 4, ¢ Bark 1 and d Bark 4

address generator flag as well as they depend on orientation
component.

In order to reduce the amount of hardware resources
needed to compute the address of a 4-pixel image block, only

integer operations are implemented (additions and multipli-
cations), while divisions are implemented by a 2-bit shifter.

5.3 Buffer and demux

A shift register is implemented with the purpose of temporar-
ily storing all 4-pixel image blocks corresponding to each
oFAST point before the binary test is carried out in parallel.
Thus, the buffer is designed using a cascade of 21 D-flip-
flops with an enable input (see Fig. 14). Since 4 pixels are
clustered in one memory word, a demultiplexer is used to
split each 32-bit word in 4 pixels of 8 bits, see Fig. 15. In
consequence, once the buffer is filled, 21 demultiplexers are
placed to split 22 4-pixel blocks in 88 pixels.
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Fig. 12 FPGA architecture for the construction of ORB using our approach
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Fig. 13 Mealy state machine designed to model address control

H 256 bits
(binary descriptor)

(8-bit pixel)
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229

behavior Fig. 15 32-bit to 8-bit word demultiplexer
5.4 Binary test block
1 (Memory word) 2 3 4

Finally, binary tests are computed in parallel by implement-

b Q b Q b o lilo Q ing 256 comparators. Corresponding inputs are previously
defined based on the binary tests distribution described in

CLK CLK CLK CLK .

o o o o Sect. 4. As a final step, the binary test result can be stored
in a RAM memory block to be used for data post-processing

L such as feature matching.

D Q P QI Figure 16 summarizes the whole process in the form of a

Clk || e CLK pipeline diagram. Note that, in the first twelve clock cycles

EN 5 EN 2 the 22 4-pixel blocks are loaded; then, they are split and

Fig. 14 Temporary storage via a shift register
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wired to the binary test module where the construction of the
256-bit binary descriptor is carried out simultaneously.
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Fig. 16 Process to compute a 256-bit binary descriptor based on the proposed FPGA architecture

Table 1 Hardware resources

Resource Utilization Available Utilization
Lice LUTs 478 17600 2.72

Slice registers 397 35200 1.13
Memory 19 60 31.67

DSP 1 80 1.25

6 Results

The architecture is synthesized for Xilinx Zynq XC7Z020
SoC platform. A 320 x 240 smoothed image is stored in dual-
port RAM, and 50 oFAST points are stored in a single-port
RAM. Figure 12 gives an overview of the FPGA architec-
ture which is assessed in terms of hardware resources and
throughput. Table 1 shows the number of hardware resources
used to compute a 256-bit ORB descriptor. A minimum
programmable logic area is required for the whole archi-
tecture, resulting in a compact module. Calculating ORB
descriptors is a sub-task common to complex computer vision
operations. The proposed architecture is a self-contained
module that can be instantiated within a more complex vision
machine system.

On the other hand, as opposed to [20,35] , a sequential
binary test is avoided. A 256-bit ORB descriptor is calcu-
lated in 15 clock cycles, in contrast to the 257 cycles taken
by the sequential approach, thus accelerating the descriptor
construction up to 17 times. Therefore, since clock frequency
is 125 MHz, for the synthesized device, the proposed hard-
ware architecture is capable of computing ORB descriptors
of 50 keypoints in 6 ms.

The most important highlights from previous results
are twofold: (i) Since the proposed architecture requires a
reduced amount of hardware resources, it can be integrated
within other cores such as: feature detector, feature match-
ing or preprocessing image stage, and (ii) tests distribution
chosen for FPGA architecture design is based on a data mem-
ory organization commonly used that helps to notably reduce
the rate for computing a 256-bit ORB descriptor, while pre-
serving descriptor quality. From this analysis, our work is
highly motivated by the scenario where an image is prepro-

cessed and oFAST points previously computed by a computer
processing unit using OpenCV or by a module designed in
Vivado HLS using Xilinx video libraries. As a final note,
a comparative table is avoided, due to hardware architec-
tures presented in related work reported results of the whole
architecture, and we are only focusing on accelerating the
construction of ORB descriptors.

7 Conclusion

We have presented a novel FPGA-based arrangement of
pairwise tests used in the construction of 256 bits ORB
descriptors. This arrangement is advantageous when using
a dual random access memory in the FPGA, which enables a
reduction in the number of memory accesses involved in their
construction, thus enabling a parallel processing that acceler-
ates the construction process up to 17 times when compared
to those FPGA architectures whose acceleration relies on a
pipeline strategy. In addition, considering a sequential imple-
mentation of the ORB descriptor construction on a CPU, it
took 768 clock cycles to compute a 256-bit binary vector, in
that case the achieved acceleration is around 51 times. Fur-
thermore, this new arrangement follows the learning-based
methodology presented by Rublee et. al. [30] in order to select
good pairwise tests, under our proposed arrangement, such
that these tests maintain a mean bit response close to 0.5 and
low correlation among them, suggested conditions for the
binary string to exhibit good discrimination capabilities.

Regarding the performance of the ORB descriptor con-
structed with our approach, in terms of discrimination capa-
bilities, we have also presented a thorough software-based
evaluation, following the assessment criterion presented by
Mikolajczyk and Schmid [24]. The results indicate that the
ORB descriptor constructed with our approach performs
very closely to the original ORB under several image trans-
formations, i.e., view-point changes, blurring, illumination
changes, JPEG compression, zoom, and rotation. We should
highlight that even in those cases where our constructed ORB
descriptor falls slightly behind the original ORB, in terms of
precision and recall, the difference may be deemed accept-
able for the sake of accelerating the construction process up
to 17 times; this of course will depend on the vision task or
application.

@ Springer



R. de Lima et al.

In addition to the experimental assessment of our approach,
we have also presented a detailed description of the FPGA
implementation, including a report on hardware resources
utilized in the FPGA. Note that architecture described in this
work can be scaled seamlessly to compute a binary string
of 512 bits. This can be achieved by sampling more pair-
wise test from the new arrangement presented in this work,
with the caveat that the more pairwise tests are sampled,
over the current new arrangement, the less low correlation
among these will be guaranteed, as we have experimentally
observed. How to overcome this is, however, an issue that will
be dealt in our future work. In this sense, we have already
begun to look at some options, for instance, instead of using
predefined locations (based on a foveal distribution) of the
4-pixel image blocks, we will implement a search over all
the possible groups of 4 pixels in the patch, including over-

lapping.
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